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Figure 2: Frequency changes and their corresponding advection values from 20 decades
of language change. Extreme values are labelled and marked with red (high positive
frequency change, usually new words) or blue (sudden drops in frequency), with the
decade of the event (starting with the 1810s) su�xed on the label.

its variability: R

2 = 0.52 without smoothing and R

2 = 0.8 with smoothing applied.8

Table 2 lists the words most strongly a↵ected by the simulated language change for
comparison. could also be

a shorter list
of words, if
this is too
much

could also be
a shorter list
of words, if
this is too
much

top decreased freq change advection top increased freq change advection
supra -4.95 -1.29 sir +3.87 +1.03
subscale -4.75 -1.82 guy +3.74 +1.23
coe�cient -4.61 -1.83 mom +3.58 +1.11
variable -4.42 -1.95 ma’am +3.53 +0.84
variance -4.1 -1.67 recount +3.08 +0.15
self-e�cacy -4.08 -1.46 dad +3.06 +0.93
regression -4.03 -1.88 cop +3.05 +0.77
respondent -4.01 -1.08 lot +3.02 +1.01
learner -3.93 -1.29 heck +2.95 +0.51
preservice -3.85 -1.37 correspondent +2.93 +0.76

Table 2: The nouns most decreased and most increased in frequency after the simulated
change from academic to spoken language.

5.3 Advection as time series decomposition

We briefly review another potentially useful application of the advection model. It is
fairly straightforward to utilise the advection measure as a form of (in the following
example, additive) time series decomposition, by carrying out the following operation.

8 As there are only two ‘periods’, smoothing here refers to concatenating the entire spoken and
academic subcorpora for the purposes of estimating the topics of each word. The R2 values refer to the
PPMI vectors based model.
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Advection also predicts lexical innovation


The rise of a topic tends to give rise to new words (presumably to meet growing communicative needs). Out of 133 successful novel nouns that 
came about in the 1970s-2000s, 55% have an advection value at the time of entry that is above the (95% confidence interval of the) mean of the 
frequency changes of its topic in the past 100 years; 38% are around the mean, 7% below the (lower bound of the confidence interval of the) 
mean.

fine-grained topics - which may well change rapidly within genres like daily news - are
more often than not missing from the picture. In a synchronic sociolinguistic study
of Mãori loanwords in New Zealand English, Calude et al. 2017 point out that simple
across-corpus loanword frequencies could be misleading in terms of loanword success,
since “certain words and concepts can become more widely used because they might be
relevant to certain topics of conversation /.../”. They solve the issue by excluding all
loanwords for which there is no obvious English equivalent, and compare the relative
frequencies of the remaining loanwords against their English counterparts. Studying the
success of loanwords in French news corpora and identifying a number of other factors,
Chelsey and Baayen 2010 similarly ask if topic matters: is the occurrence of many
financial borrowings the result of a high proportion of financial articles in the corpus, or
are financial borrowings just more likely to become entrenched - and answer themselves
that, without information on topics, there is simply no way to tell.

While the approach proposed in the next section does not claim to remedy all the
concerns voiced in the aforementioned research, we would argue that it does provide a
simple, easily implemented and intuitive baseline for controlling for topic-related e↵ects
- be it due to uneven sampling or sociocultural change - while also remaining open for
extensions and improvements.

4 The cultural-topical advection model

Our proposal follows the simple intuition that if a topic becomes more prevalent (as
represented in a corpus of language), then the words describing it, relating to it and
possibly giving rise to it, should become more frequent as well. Similarly, the decline
of a topic would correlate with the decline of words related to it. This e↵ect should be
clearer for words specific to certain topics, and less pronounced (or absent altogether)
for words with a more general meaning, used across topics - hence some way of weighting
relevant words is required as well.

In its simplest form, the topic of a word in the cultural-topical advection model is
defined as the set of words that are most strongly associated with the target word in
terms of co-occurrence (in a particular period of time). The context sets should be re-
evaluated for each period subsample in a corpus, to accommodate for natural semantic
change of words (which would also entail changes in context). 3 This is essentially the
same general approach as that of distributional semantics (see below for further details),
where the meaning of a word is defined through its vector of co-occurring words.

Importantly, this is not meant as a model of causation: it does not make any claims
concerning the direction of the influence (words becoming more or less frequent because
of a trending or declining topic, or groups of words, i.e., the topics, following one in-
fluential trending word). It does, however, provide a way to measure the correlation
between the frequency change of a word and the frequency change in its topic.

The advection value of a word in a given period is defined as the weighted mean of
the changes in frequencies (compared to the previous period) of those associated words.
To express this more formally, the topical advection value for a word w at time period
t corresponds to:

advection(wt) := wMean

�
{logChange(Nit) | i = 1, ...m},W1:m

�

3 Although, in principle this is not necessary, if the meaning of a word is known to be very stable
across time. In this case, the context vector from a single period, or aggregated across periods, could
be used. This would also remedy the inherent problem of inferring context vectors for low-frequency
words (see below for more on this).

9

where the weighted mean corresponds to

wMean(X,W ) :=

P
(xi · wi)P

wi

and the log change for period t corresponds to the frequency change of a word w between
the current and previous period (e.g., as decades) in a corpus (with +1 smoothing applied
to avoid log(0)):

logChange(wt) := log(wfreqt + 1)� log(wfreqt�1
+ 1)

Additionally, N is the aforementioned ordered set of ”neighbouring” words ni co-occurring
with the target word, ordered in decreasing order by its association to the target word w.
We propose to use the positive pointwise mutual information (PPMI) score, evaluated
based on co-occurrences of all the words in the corpus. The m parameter limits the
maximum number of words to use (and of course the set should not contain words with
a PPMI score of 0). The set of weights W corresponds to the PPMI association scores
of the words in the set N .4

4.1 An example of how advection relates to topics

Figure 1 is intended to illustrate how the advection model captures the rise and fall
of topics over time. We chose three words that do not change much in frequency over
time, and remain frequent enough over a century to allow for their topics to be reliably
modelled. Figure 1 depicts both the decade-by-decade advection values (weighted mean
log frequency change of context words) of the target words, but also the log frequency
changes of the topics from previous decades. As a topic is a list of words with weights,
it is straightforward to calculate the weighted mean frequency change of a topic from a
given period in any other period.

For example, the topics of actress from the early 20th century vane over time (cf.
Figure 1), while the later cinema-related topics stay strong (although the topic and
perhaps meaning of actress itself has shifted somewhat). The topic or security has
shifted from the financial realm to that of physical and national security, yet financial
topics in general remain relevant in the corpus.5

We now go on to briefly show how the model builds on previous work in distributional
semantics (Section 4.2), and describe a datasets to be used for testing the descriptive
power of the model (Section 4.3). Section 5 presents the results of applying the model
to the natural datasets and artificially constructed corpora based on them.

4.2 Technical background: diachronic distributional semantics
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4 Notably, the advection model is not expected to work as well with highly polysemous or general
words (and homonyms), as it would with words with a more specific meaning (unless the meanings are
somehow disambiguated and sense-tagged). The topic vector of a polysemous word (or a homonymous
form) would consist of context words from all its di↵erent usages - if, say, one of those underlying topics
is on the increase, but another on the decrease, then the advection value may well average to around
zero. Polysemy, however, is a widespread problem across most NLP tasks, not only the one at hand.

5 Note that the plot shows the cumulative sum of the log frequency changes of earlier topics (each
such time series is initiated with the advection value of period where the topic is from) - not the actual
frequencies of topics, which would not be a very sensible thing to calculate. Each topic consists of
a number of words, which may occur at considerably di↵erent frequencies, so their (weighted) mean
would not be very meaningful.

We also took care not to include topic words with 0 frequency in a given period in the calculation of
the mean log change value for that period (as a change from 0 to 0 would just be 0, biasing the results).
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1.Much of research in corpus-based evolutionary language dynamics research (and 
corpus linguistics in general) relies on token frequencies of linguistic elements in texts. 


2.Frequency used as a proxy for the popularity or selective fitness of an element, and as 
an explanatory factor in quantitative analyses of various linguistic processes. 


3.However, a number of recent works: corpus frequencies may be misleading. Attributed 
to potentially unbalanced sampling of genres and registers, but also: corpora are 
composed of contemporary media and fiction texts, their underlying topics being 
reflective of current cultural and socio-political trends. 


4.Solution: control for diachronic topical fluctuations by quantifying the frequency 
change of a word’s topic.


5.advection: ‘the transport of substance, particularly fluids, by bulk motion’ (analogy: 
words being carried along by their topics). Formalized as the weighted mean of the log 
frequency changes of the (top) context/topic words of the target word.
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5 Results and discussion

5.1 Advection and diachronic language change

To test the descriptive power of the advection model, we first correlate the log frequency
change values of nouns across decades in the COHA corpus to their respective advection
values (their log topic frequency change values in the same decades).7

We compare two samples of nouns: the first one includes data points of frequency
changes across 19 decades (1820-2000) of all nouns that occur above the chosen frequency
threshold at least in one period (or in the concatenation of two periods, in case of the
smoothed versions). The second sample consists of a subset of (“persistent”) nouns that
always remain above the threshold and also in the frequency band of [20, 1000]pmw, in
the decades 1900-2000 (cf. Table 1)

all persistent
no smooth smooth no smooth smooth

n unique words 7539 10076 2004 2004
n data points 75494 107096 38076 38076
PPMI vectors R2 0.2 0.31 0.26 0.38
LDA R

2 0.17 0.25 0.17 0.34

Table 1: The R

2 values resulting from correlating frequency changes and advection
values based on the two methods, with and without smoothing. Left half: models us-
ing all nouns that occur above the threshold at least in one period; frequency change
data points from 19 decades (more data points in the smoothed versions: because con-
catenated data results in more words being above the minimal threshold). Right half,
separated by double line, marked: models using the persistent subset.

We find that, as expected, frequency changes do correlate significantly positively
with advection, and that the aforementioned smoothing operation further improves the
correlation. Table 1 illustrates the amount of variability in frequency changes described I suppose
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by advection (topic changes), both using our PPMI-weighted context word vectors based
implementation, as well as the aforementioned LDA-based version (cf. Section 4.2). The
results remained fairly consistent across separate periods.

Figure 2 illustrates the correlation between frequency change and advection (and
also the predictable fact that advection values are generally closer to zero compared to
word frequency changes, being averaged across the vector of context words).

5.2 Simulated language change based on genres in a synchronic

corpus
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We also tested the advection model on an artificially constructed scenario of language
change. The COCA corpus (cf. Section 4.3) consists of contemporary English language
texts from the period 1990-2012, spread across multiple genres. We used the ‘academic’
and ‘spoken’ subcorpora to simulate a “change” in language from more academic to more
spoken in style and content, by defining the former as one ‘period’ and the latter as the
next. We then measured the log frequency changes of nouns, as in the previous test,
and their respective advection (log topic frequency change) values. Again, the advection
factor correlates positively with frequency change, and describes a notable amount of

7 Importantly, we are not correlating absolute frequencies of words with the absolute frequencies of
topics, which could easily lead to spurious correlations (cf. Koplenig and Müller-Spitzer 2016 for recent
criticisms).
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Main Result: advection describes 20-30% of the variability in word 
frequency changes (nouns in the Corpus of Historical American English, decades 1810-2000)

Advection as time series decomposition

Tracing frequency change of topics over time
We simulated artificial language change using two subcorpora from the 
synchronic Corpus of Contemporary American English, ‘academic’ and 
‘spoken’. We defined the former as the first ‘period’ and the latter as the 
later, simulating a scenario where a language changes from academic to 
spoken in style and content. As before, we calculated the advection 
values of nouns, which again correlate with frequency change: R2=0.52 
without and R2=0.8 with smoothing (smoothing here refers to 
concatenating two periods for the purposes of evaluating the topics).

Topical	advection	as	a	baseline	model	for	corpus-based	lexical	dynamics

Overview: word frequencies and topic frequencies Simulated change in an artificial corpus


